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Practical work 8 

- Analysis of variance (ANOVA) aims to test significant differences between means. 

- If we are comparing only two means, ANOVA will yield the same results as a t-test for 

independent samples (to compare two different groups of observations). 

- With a single dependent variable and a discrete explanatory variable (also known as 

categorical or nominal, such as gender, socioeconomic category, etc.), we use one-way 

analysis of variance. 

- With a single dependent variable and multiple discrete explanatory variables, we use 

two-way analysis of variance. 

- When there are multiple dependent variables to be considered simultaneously, instead 

of conducting several analyses of variance (one per dependent variable), we perform a 

multiple analysis of variance (MANOVA). 

- Assumptions of the analysis of variance test: 

o Groups are independent and randomly sampled from their respective 

populations. 

o Population values are normally distributed. 

o Population variances are equal. 

Example 

 

1. Formulation of hypotheses: 

Null hypothesis: No significant differences in the statistics module among the three groups.  

H0 : µ1= µ2= µ3 

Alternative hypothesis: There are significant differences in the statistics module among the 

three groups.  

𝐻1: 𝜇1 ≠ 𝜇2 ≠ 𝜇3 

2. Calculation of the function F: 

a. Calculation of means 

b. Calculation of the total sum of squares (SSTot) 

Are there significant differences in the mean scores 

of the statistics module among the three groups 
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c. Calculation of the intra-variance (SSW - within sum of squares): 

 

d. Calculation of the inter-variance (SSB - between sum of squares): 

 

e. The construction of the ANOVA table 
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3. Extract the tabular value 

 
4.  Decision making 

 The F-value of 12.5 at significance level 0.05 (with degrees of freedom 2, 12) is 

greater than the critical value of 3.89. Therefore, we accept the alternative hypothesis (H1) and 

reject the null hypothesis (H0). There are significant differences among the means in the 

statistics module among the three groups. 

The Post hoc tests 

The analysis of variance test only informs us whether the null hypothesis is rejected or not. It 

does not specify where the differences lie among groups. Therefore, additional tests need to be 

conducted to identify these differences. 

These tests are called post-hoc or a posteriori tests. They specifically identify where the 

differences exist. 

The Tukey test 

 

NA is the sample size for each group. The value 3.77 is the critical value of the Tukey test at a 

significance level of α=0.05, with k=3 groups and degrees of freedom=12. 

 

So, 2 > 1.066317026, significant differences are related to the contrast between groups 2 and 

3; the others do not indicate any statistically significant difference. 


