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1. Generalities about Nonlinear Models

1) Definition of Nonlinear Models:

* A nonlinear model is one where the relationship between the
dependent variable (Y) and one or more independent variables (X) is

not a straight line (not linear).
* It can take various forms: quadratic, exponential, logarithmic, etc



1. Generalities about Nonlinear Models

2) Mathematical Form:

* Examples:

v'Exponential Growth model: Y = 3, - ef1¥X
v’Logarithmic model: Y= S, + B;In(X)
v'Power Law model: Y = B,X51

v'Logit model : P(Y = 1/X) = 1

1+e_ (BO+B1X1+ﬁ2X2 ...... +ﬁka)

v Probit model



3. Estimation method

1) Linearizable Models:

* Transform into linear form, then use ordinary least squares (OLS) to
estimate parameters.

* Nonlinearizable Models: Cannot be transformed into a linear form.

* Must be estimated using specialized nonlinear regression techniques.
such as:

* (b) Maximum Likelihood Estimation (MLE): Used when the model is
probabilistic.

* (c) Generalized Method of Moments (GMM): Useful when specific
assumptions about distributions cannot be made.



4. Examples of nonlinear models

1) Implement a Nonlinear Model Using Eviews:
1. Import data into EViews.
2. Specify the Nonlinear Equation:
o Go to Quick - Estimate Equation.
o Enter the equation:
3. Select the Nonlinear Least Squares (NLS) estimation method.
4. Run the Model: EViews will estimate the parameters b0 and b1.

5. Analyze Results: Look at the estimated coefficients and goodness of fit
statistics (R-squared, residual plots).



4. Examples of nonlinear models

* Example 1: A company observes that sales increase over time at a
Increasing rate.

* The relationship can be modeled as:

« sales = 3. ePrtime 4 ¢ , Where:
* Bo: Initial sales.

* B;: Growth rate. And time: Time in months.
* The following table gives the simulated Data:



4. Examples of nonlinear models

50
75
130
200
350

v b WIN =

oEnter the equation:
sales = c(1) * exp(c(2)*time)
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Interpretation

* The coefficient c(2) or (1) represents the growth rate of sales.
 Specifically:If c(2)>0, sales grow exponentially over time.
* If c(2)<0, sales decline exponentially over time.

* Since ¢(2)=0.508, this indicates a positive exponential growth rate.
Sales are increasing

* A p-value of 0.0001 (very small) means that there is strong
evidence against the null hypothesis (HO: 5,=0).

* This suggests that [, is significantly different from zero, and the
exponential growth is highly statistically significant.



Interpretation

* Since B,=0.508, this indicates a positive exponential growth rate.
Sales are increasing over time, and the magnitude of 0.508 shows the
speed of growth.

* Growth Interpretation: The sales increase by
approximately 50.8% per unit of time (assuming the time variable is
measured in consistent units, e.g., days, months, years).



Interpretation

* B, :is the value of Y when X=0.

* Sign of [ :If f;>0,Y grows exponentially as X increases.
* If 1 <0, Y decreases exponentially as X increases.

* Positive [3; : Y grows faster as X increases.

* Negative [, : Y diminishes faster as X increases.



4. Examples of nonlinear models

* EViews outputs:

* [p=27.35, ,=0.508

* Prediction Formula:

e sales = 27.35 - 0-508time

* For Time = 6 months:

e sales = 27.35 - e%°08*6 2 576.16



4. Examples of nonlinear models

* Example 2: Logarithmic Model, which assumes a diminishing return effect,
where increases in the independent variable lead to progressively smaller
Increases in the dependent variable. In the following table we have data about
advertising expenditure (adv) and sales (sales) data, to study the diminishing effect
of advertising expenditure on sales. sales = 3, + [;In(adv)

1 10 5.3
2 20 6.8
3 30 7.6
4 40 8.1
5 50 8.5



4. Examples of nonlinear models

. Import the data into EViews, naming columns X and Y.
. Go to Quick — Estimate Equation.

. Enter the model:

sales = c(1) + c(2) * log (adv)
. ¢(1) represents f,.
. ¢(2) represents [ .
Run the Estimation:

. Click OK to estimate the parameters using Ordinary Least Squares (OLS).
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Interpretation

* The p-value of 0.0000 indicates that the coefficient c(2) is statistically

significant.

* This provides very strong evidence against the null hypothesis
(HO:B, =0), confirming that there is a strong relationship between

advertising and sales.



Interpretation

* The coetficient 3; = 1.99 means that a 1% increase in advertising leads to a 1.99%

increase in sales.

* However, this is a proportional (percentage) increase, not an absolute unit

INncrease.

* The absolute gain gets smaller relative to the increase in advertising, because:

d(sales)  1.99
d(adv)  adv

The marginal etfect (extra sales per additional unit of

adv) decreases as advertising increases.



Interpretation

* The increase in sales per extra one unit of advertising is 1.99/adv, which

decreases as adv increases.

* The marginal effect 1.99/adv explains diminishing returns, showing that
the effect of one extra unit of advertising gets smaller as advertising
Increases.

* The diminishing effect comes from taking In(adv) in the model.

« Each additional unit of advertising has a smaller effect than the previous unit.

* A 1% increase in advertising has the same proportional effect (1.99% of current sales), but the absolute

gain (1.99/adv) gets smaller as advertising increases.



Interpretation
EViews outputs:
'ﬁ0=0.773, ﬁ1=199

*Prediction Formula:
sales = 0.773 4+ 1.99 In(adv) The increase in the advertising by 15 unit

For Advertising expenditure of 75 from (75 to 90) increase the sales by 0.36

Salesz 0'77.3. +1.99 In(d7.5) : 9'?23 And the increase of advertising
or Advertising expenciture o expenditure by 15 unit from 90 to 105; the

Sales=0.773 + 1.99 In(90) = 9.72. sale increased by 0.31
For Advertising expenditure of 105

Sales=0.773 + 1.99 In(105) = 10.03



Interpretation

* [o: is the value of Y (when In(X)=0 or X=1).

* Sign of [3; :Positive f3; : Y increases as X increases but at a decreasing
rate.

* Negative [ : Y decreases as X increases.



4. Example of nonlinear model

» The Power Law model Y = B,Xf1 is a type of mathematical relationship
where a dependent variable Y is proportional to a power of the
independent variable X. It's a nonlinear relationship commonly used in

fields like physics, economics, biology, and social sciences to describe

scaling behavior and proportional changes.

* We use this model in economy to describe scaling relationships between

inputs and outputs.



4. Example of nonlinear model

* Key Components of the Power Law Model

1.Mathematical Form:

Y =8, Y G

Y: Dependent variable (output).

X: Independent variable (input).

B,: Proportionality constant, scaling factor (the value of Y when X=1).

B.: Exponent or scaling factor that determines how Y changes with X.



4. Example of nonlinear model

* Log-Linear Transformation:

* To linearize the equation for estimation, take the natural logarithm of both
sides: In(Y) = In(y)+pIn(X).

* Let Y'=In(Y), X=In(X), and In(3,)= B, -

* The model becomes: Y'=p,+8,X". This is now a linear regression model.



4. Example of nonlinear model

Interpretation of Parameters

Bo:The scaling factor. Represents the base value of Y when X=1 (since XF;=1 when X=1).
B,:The elasticity or exponent. It describes how Y changes as X increases:

If 3;>1, Y increases faster than X (increasing returns to scale).

If 3,=1, Y changes proportionally with X (linear relationship).

If 0<B:<1, Y increases at a diminishing rate (diminishing returns to scale).

If 3,<0, Y decreases as X increases (inverse relationship).



4. Example of nonlinear model

* Numerical example: A researcher studies the relationship between the area
of a city (X) in square kilometers and its population (Y) in thousands. The
relationship between the area and population is believed to follow
the Power Law Model:

* The researcher collects the following data:



City _________Area Mk2 ______Population (thaousand)

A 1 1
B 5 10
C 10 23
D 20 54
E 50 164
F 100 376
G 200 865
H 500 2599
I 1000 5971
J 2000 13719



4. Example of nonlinear model

 Tasks

1. Transform the nonlinear model into a linearized form suitable for

estimation.

2 .Estimate the parameters [3; and 3, using ordinary least squares (OLS).

Predict the population when the city area is X=90 sq. km.



* Step 1: Enter Data in EViews

1. Open EViews go file choose import data.

* Step 2: Transform Data

1. Generate new variables:
- Log of population: series log_population=log(lpopulation)
- Log of area: series log_area: log(area)

* Step 3: Estimate the Log-Log Model
1. Open the Equation Estimation window.
2. Enter the regression equation:

* Log(population) c log(area)
3. Choose Ordinary Least Squares (OLS) and click OK.



* Step 4: Interpret Results
 After running the regression, EViews will output estimates for:
* InY=In By+p;InX
Intercept (B,y): Take exponential (exp) to get it’s true interpretation.

Slope (B,): This is the elasticity Y with respect to X (percentage

change in population for a 1% change in area).

R2: Shows how well the model explains the variation in population.



E-views results
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Interpreting the Results

we get the following estimated equation:
* Ln Y=4.805 +0.031 In X

2. This means:
- Bo=e"?P=1.240 (the base level of population when area = 1 km?).

. B=1.234:

. Since the p-value related to (3, is less than the significance level , so the area has a
significance level on the population, and (3;>1, Y increases faster than X (increasing
returns to scale).

- 1% increase in area leads to a 1.234% increase in population, following the
elasticity property of log-log models.



Make prediction

. This means ou regression is Y = 1.240X%234

. If is 90 then:
.Y =1.240 x 901434~ 1.240 * 113.16 ~ 140.72



Summary

a) In a logarithmic model, the dependent variable increases at a decreasing
rate as the independent variable increases, and the model takes the form

Y =B, + B InX.

a) In an exponential growth model, the dependent variable grows at a
constant percentage rate relative to its current value, and the model takes

the form Y = B eX.

b) In a power law model, the relationship follows a proportional scaling
rule, meaning a percentage increase in X leads to a fixed percentage

change in Y, and the model takes the form Y = B, X*1.



4. Examples of nonlinear models

* Example 3:
Time (X,) Population (Y,)
1 100
2 200
3 320
4 520
5 780

Formulate a nonlinear model presenting this relationship?
Estimates the parameter, and interprete the result? Predict thee value of Y

when X =12



Example 2

m Advertising Spend (Thousands) | Sales Revenue (Millions)

1 5 0.8
2 10 1.5
3 20 2.9
4 30 4.3
5 40 5.6
6 50 7.2
7 60 3.4
3 70 9.6
9 30 11.1
10 100 13.2



Example 2: company is studying the relationship between Advertising Spend (in
thousands of dollars) and Sales Revenue (in millions of dollars). The company wants to
estimate how changes in advertising spend affect sales revenue, and they are considering

ditferent models to analyze this relationship.Given the data in the above table:

Based on the data provided, which model do you think is more suitable for estimating

the relationship between Advertising Spend and Sales Revenue? Justify your choice?
Estimate the parameters of the model you selected intercept (30) and slope ([31).

Interpret the meaning of the intercept and slope in the context of the relationship

between advertising spend and sales revenue.

Using the model you estimated, predict the Sales Revenue for an advertising spend
of $75,000.



Examples of nonlinear models

 Example 3:The following table shows the years of experience of employees and
their productivity score (out of 100) in a company:

* Based on the data provided, which model do you think is more suitable for
estimating the relationship between years of experience of employées and their

productivity score?
 Estimate the parameters of the model you selected intercept (30) and slope ([31).

* Interpret the meaning of the intercept and slope in the context of the relationship

between years of experience of employees and their productivity.

* Suppose an employee has 8 years of experience. Use your estimated model to

predict their expected productivity score.
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