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Linear algebra is an essential tool for all branches of mathematics, especially when it comes to mod-
eling and then numerically solving problems from various fields: physical or mechanical sciences,

life sciences, chemistry, economics, engineering sciences...
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Linear equations, through their applications in many contexts, as they form the computational
basis of linear algebra. It also allows the treatment of a large part of the theories of linear algebra

in finite-dimensional spaces.

oo 9l OYalacdl (e s sue O Adaidl Jemdl g g gel ¢Sl 1M auaid g ligd
Jo 1 edl 7 pad Aosdal) WY Gany ae Jentl oia Jie Jod Byl Sue (o yid B gw g Jualnod!

Aas b ST omd| o LST dadiad!
Therefore, we will devote this part to the topic of linear sentences with an arbitrary number of
equations or variables. We will study several ways to solve such systems with some numerical

examples to explain the stages followed during the solution for each method.

Linear equations system duaid! O¥ilaed| Joz 1.3

K=RVC St Jasl yoad (Jadll 10s (yo Silow be Y 2
In all that follows in this chapter, we consider the commutative field K =R VvV C

1.1.3 : Definition - «aJ yad

Slas JF (K Jasd) oo =Moo V3 GalS Gles f JgBsee 1 g E5\R0 1 s oS Glas o

:JT.\”\J\ oo oI5l
We call a linear system with n equations and m unknowns or a linear system with coefficients in
the field K, each system of equations of the form:

7
a1, + a9 + - - - + A1pTp = b1

2121 + A2T2 + - - + AgpTp = by

(5)

L Ap1T1 + ApaTo + - - + Applp = bn

e \R4 K oo by g a;; YoM 1< j<pgl<i<ndd s oo cas
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where for each 1 < i <n and 1 < j < p the coefficients are a;; and b; of K. The vector:

xq

)
T = ) € KP

Lp

S Slasd) W5 amy ¢ <5 Glasd) Soglal) o Ys12al) gres sy
it satisfies all the equations that make up the system S, and is called a solution to the system S.
Do \xal)

The vector:

S balsd) blasd) SWY b ) omyd

15 called, the second term of the linear system S.
We call the set 4o gomad! (o
H(S) ={xr e K\, S aexll J> z (2 system solution of S) }

The system solution set (5). (9) et J gl> de gamn

Special cases d&als G¥l>  1.1.3

Axy po Ao ewd S deadl G2 =p 1 Ol 13) (1

If: n = p, then the system S is called a square system.

Aol G5 MSie g dudladie Aes S eadl ewd LB by =by = =], =0 ol 13) (2
2J5.g:.-..np3/2\.h\4ﬁn&!350}.4).ﬂe
If: by =by=---=0b, =0, then we call the system S a homogeneous system, then we denote
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the system by Sy with n equations and p unknowns :

a111 + @122 + -+ + apx, =0

a91T1 + a9y + + -+ + Qoplyp = 0

\ p1T1 + pay + -+ + AppTp =0

S Adaind Alesll Addl poll Ailoiell Alas|

The homogeneous system associated to the linear system S.

( 2.1.3 : Definition - u,ua'.a

& Jglsdl B gasen g Lal) ol 13) olkoThe LT 52 ¢ ST gailes oS Jois

Two systems S1 and S2 are equivalent if they have the same set of solutions, ie.:

H(S1) = H(S2).

Matrix form of linear system dwas dlamd 2 gdaed! JSGI1  2.1.3

3.1.3 : Definition - uq)a?

6;:;3\'&.“ o;xhx“ AP ul.\ig VM9 ARe pS u\.)ﬁ.ub olsss p 9N u.\.}ﬁ
Let n and p two non-zero natural numbers. Let the following linear system

;
111 + a9 + - - - + A1pTp = b1

2121 + A2%2 + - - + A2pTp = by

(S) <

L An1T1 + Apa®o + - -+ AppTp = bn

we put 95
aix Qg -+ A Ty by
A1 Q22 -+ Azp 4 by
A= , X = =
Qp1 Ap2 - App Tp bn
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cing .Glas) W o bl B ¢ Jelsd) Ry X ¢ (S) Suhsdt Slasd) Sogmany A Sogaoal) amd
160 BT by o iy
The matriz A is called the matriz of the linear system (S), X is called the solution vector, and

B is called the second term of the system. Hence we have writing:

AX =B
) ¢ — P
..—d.L\ U‘ \')Lﬂ): é‘
Which we can write
ai; Q2 -+ Al x by
o | Q21 Q22 - Q2p T2 by
(S%) =
Qp1 Ap2 - Qpp Tp bn

(S) Sabst Glasd) Sypgianl) Gt S5* aws

S* is called the matriz form of the linear system (S).

Solving linear systems duaid| Jodl J» 2.3

Substitution method yad gall| 4y pbo  1.2.3

‘,33;}” adn yall Gl (J glodt bt g cddad Aet PGS of walg Jo Gl Gl 13 Le 40 yaod
AL Adaid) Aot Al JUiad) Jitw e s said| 2y 4l (oo

To find out if there are more than one solutions to a linear system, and to calculate the solutions,

the first method is the substitution method. For example let the following linear system:

3r+2y = 1
(5)
20 — Ty = —2

Walasdl LB Y (D gad ol Jiduwd y = 5 — 57 I JSE e 3742y = 1 J ¥ o) uliss das
D AASe Alen le Juami 1 — 315 Hlatly 2ol
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We rewrite the first line 3z 4+ 2y = 1 in the following form y = % — %:c We replace or substitute y

in the second equation with % = %x We get an equivalent system:

y =
20 —7(3 — 32) = -2
Pl JS0 Lol LiSan g cdadd 7 yudiall Gl (6 g ALl A3slasll

The second equation contains only the variable x, and we can solve it very simply:

1_3
y = 35737 y =
{(2+7'§)$ = —2+1 {x =
2 2

A oY) Walaatl 2 Lgde J guastl @F SN 7 dad (o gad daBd Lo

It remains only to substitute the obtained value of = into the first equation:

— 8
{y—25
_ 3
r = 35

de#!kw@g.(%,%)‘%g%@l&;ﬂ@g

[\J[eN]

T

N |—=

glw ) L
|

(M

8

Hence, the system accepts a single solution (%, %) Then the solutions set is:

9= {(3:) )

Cramer’s method mf S ddy po  2.2.3

ol pE Ay sl Aawl g Adad Alex J> Ayl sl nedd S5 Alaws Adad dlex Wl 43D
oS dligd

We take the case of a simple linear system in order to understand more how to solve a linear

system by Cramer’s method, so for this let

c d
O 9gadl 9 (didalacd! O1d Adassd) Alood! dume
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The determinant of the linear system with two equations and the two unknowns.

ar+by = e
ce+dy = f

Dot (2,) ALSIan] i g S dsmd cad — be # 0 Ol 1)

If ad — be # is0, we find a unique solution whose coordinates (z,y) are:

e b a e

A, [od A, c f

AN ad—be’ VTN T ad—be

Tl g Walaelt ALY G2 datly J oW s geall Judiad ¢ T I 9¥W) Adlua ¥l Glust Dl
Alslaalt AL o datly AL 5 geall Judind ¢ Y A0l Adias S

Tr =

For calculating the first coordinate x, we replace in the determinant the first column with the
second side of the equation and for the second coordinate y we replace the second column with

the second side of the equation.

r 2 )

1.2.3 : Example - J

Let the system Edasd) \)-Tﬂ
tr—2y = 1
3x+ty = 1
Zgﬁél.n}.ej\gm.tERb%mgﬂ\m_&_ﬁm}

according to intermediate values t € R. The system determinant is:

to=2
3 1

A= =146

1883 (2,y) I8 (gl 8 Glas (B Gulsd! Glasdly mas-g s 1 138 paiy Y

It does not zero, for this there is only one solution and the linear system is Cramer’s system,
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the solution (x,y) achieves:

1 -2 t 1
Lot ¢+2 31 -3
246 246 7 £46 £46
For each t the solutions set is: ) Jolsd) Soqaben ¢ 3¢ U8 1 oo
t+2 t—3
S) = — ——
w) {(t2+6’t2+6>}
\_ J

Gauss’s method ye g=b 4dd po  3.2.3

dimgie Ao o 9é Ayl il A Wb ghiadt) Hawl le dwle¥! Oldeall Jleaiul Juads
Aol db giuna (35 s Lgd ABISe 5 (¢ 5 dudas Alen 1) S Adaindl Aleadl g s o
(12582 - po9d Ayl B Lo Gy plaB By g pually (ud g dadh) Gy gle Adilie Bugiatl Audasntl
erad po9é Ayl (1 A glae O 9ST OF Ly g b (udd) Do giae d 2 ladll Ly yolic J&o g
Adasdl Alemll O §T Ao gins und J1 yhadl) Jawi adS U 4D ganedl jolic pex Jax o)
With the help of basic processes on the lines of the matrix A, the Gauss’s method is a systematic
method that allows the conversion of the linear system S into another linear system S” equivalent
to it, so that the matrix of the new linear system is upper triangular (only, not necessarily diagonal
as in the method Gauss-Jordan), and all its diagonal elements are not-zero (it doesn’t have to be
equal to 1). A Gauss’s method seeks to make all elements of the matrix below the main diagonal

zero, i.e. the linear system has a gradient matrix.

ot Cooms O¥slaod) Alan o Lghodad LSy 5 A 91 O g paas €10 (dad Of 4B g

Lt OO 9T 04 g (Jandl udd Lgt (G (A8 DY alae Ao Sle
Before we start, we mention some elementary transformations that we can apply to a system of
equations so that we get an equivalent system of equations, that is, they have the same solution,

and these transformations are:

FIEN [RWE R LY ol g 1o g G alas Judd e
Substituting two equations: This obviously does not change the solution.
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A yb 1S O ey Al O gl Ol ybo Loat Ol 13) 1p gime 4@ dday Wdlan A, Oy @
Multiplying both sides of an equation by a non-null number: If we have two equal sides, then

by multiplying each side by the same number, we will also get two equal sides.

ST Walae ae dday W g june Wdlas pox @
Adding an equation multiplied by a number with another equation.

Ldasd) OWalaodl Ao gond g8 (o d dds b i O

The principle of the Gauss method is to transform the system of linear equations.

a1171 + ajpxe + - -+ a1, = by

a91T1 + A92T9 + -+ Aonly — bg

L Ap1 X1 + Ap2X2 + - - + AppTp = bn
DS (pe A3BLSe O¥slae Alea I

into a system of equivalent equations of the form:

;

iy +cpxy +-- Fopr, =dp
(S,) +Coxg + - FConTn, = d2
+CpnTn = dn

0
Y alactl Alen ad Ol pdied! pid Clus das Jgus ibie JS& 3] O¥alactl Aan Jo g3 &
ol byl JBladl Walasdl 8 Lgis gad g (A gy Tpole Juamd By Y1 Walaod! (ya (SIS
i 1350 5 ALE Lo GAN) idiall e Juamid Leld (A1 Alslasll oh (piberdll (b gad g 71 ole

T dad i) S Lgde Lbiasd A1 @l acos (o a2 (3 oY1 Walacld Juad
That is, converting the system of equations into a trigonometric form, with which it is easy to
calculate the values of the variables. Then the equivalent equations, from the last equation we

get x, easily, and we substitute it into the next last equation to get x,_; and we substitute the
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two values in the equation before it to get the variable before it and so on until we reach the first

equation, so we substitute all the values that we got to find the value of xy.

Make transfers @ sl ¢ y21

911 e T oW S O¥alaad dlan (e T ¥ Walacd) Licwd 13) 1 il gbun ¥ )y (> a0
o Y slaedl Wiy e A ylall udd Gaad g AL Wslasdl e Ll Jlo @3 ay1 o2 Lalis o

LASLS Al
Assuming that aq; is not equal to zero: If we divide the first equation from the first system of
equations S by a;; and multiply it by as;, then we subtract it from the second equation and apply

the same method to the rest of the equations according to following formula:

L 15 - Q41

a11

0950 Comy gl S O aslactl (po (T o T oW1 Walaod) Joadn Lande 983 ay) = 0 Ol ola
o 090 aie jaall (¢ gl el Cals g ot @ O laddl @) 98 @ Coes a7 0wl
O¥alaes Ldas Ao d pe (sl 9f) O¥alacd) Gus | OF coadl g e 9 Jo Lgd e 2ctasnd) S alacd

SN (o ddad Alen e (amd Jo smidl s day 6 5
If a;; = 0 then we swap the first equation with any of the following equations so that the term
is a;; # 0 where 7 is the line number. If we do not find, and they are all equal to zero, then the
total linear equations do not have a single solution, and the reason is that one of the equations
(or more) is linearly linked to other equations. After this transformation we get a linear system

of the form:

r
a;1ry +appre 4+ -+ Fanx, = d1

(1) (1) _ 4
(S(l)) tagy Ty + o A5, Ty _d2

+af3x2 talylz, =dY
\

Walaodt codd Ol ddaatt 5,50 .3 o¥1 Walaodl way Walaod! pcen (4o J9¥I amdl Ldls 108 4
(Boanandt) 2oL Aalaedt muudd LT §T o3 ¥ Ady pdadl juaty O¥alasd) GBL Lo Jaad gy o 9¥!

o e . ce (- LI . 1 - 1
G BBl e 1 gl udly 1345 g WL (o Lo ylal g afy) —s Lgs puai g a3y 585 Loy some Lo
AU Ll
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And so we cancel the first term from all equation after the first equation. We repeat the process
by fixing the first equation and working on the rest of the equations in the same way as the first,
that is, we divide the second (new) equation on its axis, which is aglz) and multiply it by a%) and
subtract it from the third and so on in the same way with the rest according to the following

formula:

1, (1)
@ _ 0 _ %y % .. g
aij _a’ij —T,Z,]— y ey 1O
A2

Jlgiadt uains dleal! Juol 93 A0LSN Walacd! way Walaed) auen (1o Ll ST dond| Ll 108 9
el Les 090 Wt ol 2 OO gdl (2 dulall daually Adlin e o ol S

Thus, we have eliminated the second term as well from all equation after the second equation. We
continue the process in the same way until we get a trigonometric system, and the general formula

for transformations in this case is as follows:

(k=1) (k1)
(k—1) Qi Qg
ij i T (k-1
A,

k=1,..n—14,5=k+1,...,n.

2.2.3 : Example - Jli)

: 6lasd Jgls 31 00se by Joinsd
Let’s use the Gauss method to find the solutions of the system:

z+y+2z = 3
z+2y+ 2z
2r+y+2 = 0

and we write: :.__.;':1?9
r+y+2z = 3 L z+y+22 = 3
r+2y+z = 1 Ly < y—2z = —2 Lo Ly—14
2$+y+2 =0 L3 —y—3Z = —6 L3<—L3—2L1
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z+y+2z = 3
— y—z = —2
—4z = —8 Lo+ L3+ Lo
z = —1
<~
z =
L J

Matrix inversion method 43 sdael! wiSadl 4y po  4.2.3

A linear system in matrix form 2 gaiast! JSAdl ddasd) Aol

equivalent to SalsS

) G e e
c d Y f

cdalt ALLS of 2w gSe A A2 gawmalt Olaad —be # 013 ST ¢ p gian jid A 4B gamnell suse Ol 13)

2
If the determinant of A is non-null, i.e. if ad — bc # 0, then the matrix A is invertible and
e 1 d —-b
ad — be —C a
TUSEY (e e Alamlt X = <x> e o3l i g
)

and the only solution is X = <$

> for the system write of the form:
)

X =AY

3.2.3 : Example - Jt
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Let’s solve the following linear system S dulasdt Slesdt Jsad

z+y = 1
r+tly = t
Z@M\aM.tERMsﬂ\a@?&}

according to values of the intermediate t € R. The determinant of the system is:

1 1
= -1
I
The first case: t # +1 and t # —1. t#—-1lgt#+1 :ggﬂ\ alu (1
then t> — 1 # 0. The matriz Sogaoal) 12 — 1 # 0 plo
1 1
A=
invertible and his inverse is LIPS Oungfc}
Al 1 2 =l
2—1\-1 1
. Z . — T
and the solution X = ( > is of the form Jd g X = ( > &g
Y Yy

2 2 t
2 _ 2 _ 1 ’

D U 6 gaseo £ £ £1 4 U8 wa
For each t # +1 the solutions set is
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WJ o 35 Gubsdt Glasd) £ = +1 160 &I (2

The second case: if t = +1. The linear system is written in the form:

z+y = 1
z+y = 1
:dsbd\ U Qe pS i 6D gl \hie Uma\ﬂaﬂg

The two equations are identical. There are an infinite number of solutions:

H(S) ={(z,1 —x) | z € R}.

JEN o 3 Gubsdt dlesd! £ = —1 a2 I (3

The third case: if t = —1. The linear system is written in the form:

r+y = 1
may = —1,
Wy oxiddlgie pe vaidslral) of wolgh e

It is clear that the two equations are not compatible thus

H(S) = 2.

Ezxercise series N° 3 fd) i yheld! dsds 3.3

Exercise N°— 1 — a8y g g

10088 G D el Sl Gulisd) Jasd) Js-

Solve the following linear system using the Gauss method:

z +ty 12z = 3 75 G+ = L
z +2y +z = 1, -y 4z = 2.
2 +y +z = 0 a5 =2 = 1
Solution -  Jemsad!
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