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Pearson correlation test 

 

Objective : Introducing correlational analysis and how to compute Pearson correlation coefficient 

Lecture objectives : Introducing  the independent-samples t-test and how to compute it.  

Introduction 

Quantitative research can be descriptive, correlational, experimental or quasi-experimental. The goal of correlational 

research (associational research) is to determine whether a relationship exists between variables and if so, the 

strength of that relationship and its direction. This is often tested statistically through correlations, which allow the 

researcher to determine how closely two variables are related (DÖrneiy, 2007). This lecture introduces  one way of 

statistically testing correlation called the Pearson’s correlation r. 

1. Experimental research versus correlational research 

In Experimental research studies, researchers manipulate one or more variables (independent variables) to 

determine the effect on another variable (dependent variable). This manipulation is described as a treatment and 

the researchers’ goal is to determine whether there is a causal relationship. Experimental and quasi-experimental 

reseach are two research designs which differ in the use of participants. According to the experimental design, 

participants are randomly assigned to either the treatment group or the control group, whereas they are not 

assigned randomly in the quasi-experimental design. In general, intact groups or already existing ones are used. 

Unlike experimental research, correlational  reseach is descriptive because there is no manipulation of the 

independent variable; its aim is just to find if there is a realtionship between  two variables or more.  

 Correlational research can be used in different ways: 

-to test a relationship between  variables and to make predictions.  

- It estabishes a statistically relationship between them. 

2. Types of correlation 

a .Positive: there is an incresase or decrease in bithe variables. 

b.Negative: variables are opposite, for example, when a variable increases, the other one decresases. 

c. No correlation : zero correlation: variables are not stastically correlat 

3. Correlational  statistical tests 

a.The chi-square test is  non-parametric used to test relationship between categorical variables. 
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b.Pearson r correlation test is  a parametric test , the most widely used correlation statistic to measure the degree 

of the relationship between linearly related variables , measured on interval or ratio scale (Marczyk, DeMatteo& 

Festinger, p.218). 

c.Kendall rank correlation  is a non-parametric test . It investigates the significance of the correlation between two 

series of observations obtained in pairs ( Kanji-Gopal, 2006, p. 79).  

d.Spearman rank correlation coefficient   is  a non-parametric test used  to find realtionship when the variables are 

measured on  an  ordinal scale. 

3 .Pearson r correlation 

This kind of correlation analysis is  used to quantify the association between two continious variables (an 
independent and dependent variable . In this kind of analysis, we estimate  a sample  correlation coefficient, 
denoted as r.  Example: Is there a positive correlation  between exam scores and  time allotted to the exam? Is there 
a positive correlation between first exam scores and  final exam scores.  

Null hypothesis: There is no correaltion between first exam scores and final exam scores. 

Alternative hypothesis: there is a positive correlation between first exam scores and final scores exam 

3.1. Pearson correlation coefficient 

The correlation coefficient ranges between – 1 and + 1 and quantifies the direction and strength between the two 

variables. The correlation may be positive or negative (  Marczyk, DeMatteo& Festinger,2005,  p.216) The sign of the 

correlation coefficient indicates the direction of the association. The magnitude of the correlation coefficient 

indicates the strength of the association. For example,  a correlation of r = 0.8  reveals a strong , positive  association  

while r = -0. 3 shows a weak negative association.  A correlation close to zero  suggest no association between the 

two continious variables. Correlation strength is shown below. 

                  

 

The Pearson correlation coefficient is one of many types of coefficients in the field of statistics.It   is a helpful 

statistical formula that measures the strength between variables and relationships. As stated previously the 

value of r ranges between – 1.00 and + 1.00. If the value is in the positive range, this means that the 

correlation is positive. But if it is in the negative range, it is negative. 

Correlation is displayed by scatter plots as shown in these figures 
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4. Calculating the value of Pearson correlation coefficient (r) 

Step one: Make a table with your data for two variables, label the variable  (x) and (y) and add three more columns 

labeled (xy), and ( x²) and y²  as shown in the contingency table. 

Step two: Complete the chart using x and y values, multiple  x and y and find x² and y².  

Step 3: After that find the sums. 

   Sample        x         y  xy  x²  y²  

       1      

       2      

       3      

   Sum      

 

Step 4: Use the formula to find Pearson correlation value (r) 

 

5. Testing the significance of the correlation coefficient 

Testing the significance  is to decide whether the relationship is strong enough to be  used to model relationship in 

the population. One way of making the decision is comparing the value of r  to the appropriate critical value based 

on the sample; in this case we need to have : 

- the degree of freedom: df= n-2 

- alpha : 0.05 

- and whether the hypothesis is one tailed or two-tailed 

If the value of r is  <  negative critical value or r  positive critical value, the r is significant.  

     Suppose  We have a sample of 12         df= 12-2= 10 
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      We calculated   r= 0.872  

       We choose alpha=0.05 

       The Critical value of  df= 10 at alpha level  0.05 is   0. 497 ( refer to the table in the appendix) 

      0.8420.497          r is significant.  
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